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xv

Preface

DSP and FPGAs

Digital signal processing (DSP) is the cornerstone of many products and services in the
digital age. It is used in applications such as high-definition TV, mobile telephony, digital
audio, multimedia, digital cameras, radar, sonar detectors, biomedical imaging, global
positioning, digital radio, speech recognition, to name but a few! The evolution of DSP
solutions has been driven by application requirements which, in turn, have only been
possible to realize because of developments in silicon chip technology. Currently, a mix
of programmable and dedicated system-on-chip (SoC) solutions are required for these
applications and thus this has been a highly active area of research and development
over the past four decades.

The result has been the emergence of numerous technologies for DSP implementa-
tion, ranging from simple microcontrollers right through to dedicated SoC solutions
which form the basis of high-volume products such as smartphones. With the archi-
tectural developments that have occurred in field programmable gate arrays (FPGAs)
over the years, it is clear that they should be considered as a viable DSP technology.
Indeed, developments made by FPGA vendors would support this view of their tech-
nology. There are strong commercial pressures driving adoption of FPGA technology
across a range of applications and by a number of commercial drivers.

The increasing costs of developing silicon technology implementations have put con-
siderable pressure on the ability to create dedicated SoC systems. In the mobile phone
market, volumes are such that dedicated SoC systems are required to meet stringent
energy requirements, so application-specific solutions have emerged which vary in their
degree of programmability, energy requirements and cost. The need to balance these
requirements suggests that many of these technologies will coexist in the immediate
future, and indeed many hybrid technologies are starting to emerge. This, of course,
creates a considerable interest in using technology that is programmable as this acts to
considerably reduce risks in developing new technologies.

Commonly used DSP technologies encompass software programmable solutions such
as microcontrollers and DSP microprocessors. With the inclusion of dedicated DSP
processing engines, FPGA technology has now emerged as a strong DSP technology.
Their key advantage is that they enable users to create system architectures which
allow the resources to be best matched to the system processing needs. Whilst memory
resources are limited, they have a very high-bandwidth, on-chip capability. Whilst the
prefabricated aspect of FPGAs avoids many of the deep problems met when developing

 10.1002/9781119079231.fm
atter, D

ow
nloaded from

 https://onlinelibrary.w
iley.com

/doi/10.1002/9781119079231.fm
atter by T

exas A
&

M
 U

niversity L
ibraries E

ric H
artnett, W

iley O
nline L

ibrary on [25/05/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



xvi Preface

SoC implementations, the creation of an efficient implementation from a DSP system
description remains a highly convoluted problem which is a core theme of this book.

Book Coverage

The book looks to address FPGA-based DSP systems, considering implementation at
numerous levels.
� Circuit-level optimization techniques that allow the underlying FPGA fabric to be

used more intelligently are reviewed first. By considering the detailed underlying
FPGA platform, it is shown how system requirements can be mapped to provide an
area-efficient, faster implementation. This is demonstrated for a number of DSP trans-
forms and fixed coefficient filtering.

� Architectural solutions can be created from a signal flow graph (SFG) representa-
tion. In effect, this requires the user to exploit the highly regular, highly computative,
data-independent nature of DSP systems to produce highly parallel, pipelined FPGA-
based circuit architectures. This is demonstrated for filtering and beamforming
applications.

� System solutions are now a challenge as FPGAs have now become a heterogeneous
platform involving multiple hardware and software components and interconnection
fabrics. There is a need for a higher-level system modeling language, e.g. dataflow
which will facilitate architectural optimizations but also to address system-level con-
siderations such as interconnection and memory.

The book covers these areas of FPGA implementation, but its key differentiating factor
is that it concentrates on the second and third areas listed above, namely the creation of
circuit architectures and system-level modeling; this is because circuit-level optimiza-
tion techniques have been covered in greater detail elsewhere. The work is backed up
with the authors’ experiences in implementing practical real DSP systems and covers
numerous examples including an adaptive beamformer based on a QR-based recursive
least squares (RLS) filter, finite impulse response (FIR) and infinite impulse response
(IIR) filters, a full search motion estimation and a fast Fourier transform (FFT) system
for electronic support measures. The book also considers the development of intellectual
property (IP) cores as this has become a critical aspect in the creation of DSP systems.
One chapter is given over to describing the creation of such IP cores and another to the
creation of an adaptive filtering core.

Audience

The book is aimed at working engineers who are interested in using FPGA technol-
ogy efficiently in signal and data processing applications. The earlier chapters will be of
interest to graduates and students completing their studies, taking the readers through
a number of simple examples that show the trade-off when mapping DSP systems into
FPGA hardware. The middle part of the book contains a number of illustrative, com-
plex DSP system examples that have been implemented using FPGAs and whose per-
formance clearly illustrates the benefit of their use. They provide insights into how
to best use the complex FPGA technology to produce solutions optimized for speed,
area and power which the authors believe is missing from current literature. The book
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Preface xvii

summarizes over 30 years of learned experience of implementing complex DSP systems
undertaken in many cases with commercial partners.

Second Edition Updates

The second edition has been updated and improved in a number of ways. It has been
updated to reflect technology evolutions in FPGA technology, to acknowledge develop-
ments in programming and synthesis tools, to reflect on algorithms for Big Data appli-
cations, and to include improvements to some background chapters. The text has also
been updated using relevant examples where appropriate.

Technology update: As FPGAs are linked to silicon technology advances, their archi-
tecture continually changes, and this is reflected in Chapter 5. A major change is the
inclusion of the ARM® processor core resulting in a shift for FPGAs to a heterogeneous
computing platform. Moreover, the increased use of graphical processing units (GPUs)
in DSP systems is reflected in Chapter 4.

Programming tools update: Since the first edition was published, there have been a
number of innovations in tool developments, particularly in the creation of commercial
C-based high-level synthesis (HLS) and open computing language (OpenCL) tools. The
material in Chapter 7 has been updated to reflect these changes, and Chapter 10 has
been changed to reflect the changes in model-based synthesis tools.

“Big Data” processing: DSP involves processing of data content such as audio,
speech, music and video information, but there is now great interest in collating huge
data sets from on-line facilities and processing them quickly. As FPGAs have started to
gain some traction in this area, a new chapter, Chapter 12, has been added to reflect this
development.

Organization

The FPGA is a heterogeneous platform comprising complex resources such as hard and
soft processors, dedicated blocks optimized for processing DSP functions and process-
ing elements connected by both programmable and fast, dedicated interconnections.
The book focuses on the challenges of implementing DSP systems on such platforms
with a concentration on the high-level mapping of DSP algorithms into suitable circuit
architectures.

The material is organized into three main sections.

First Section: Basics of DSP, Arithmetic and Technologies
Chapter 2 starts with a DSP primer, covering both FIR and IIR filtering, transforms
including the FFT and discrete cosine transform (DCT) and concluding with adaptive
filtering algorithms, covering both the least mean squares (LMS) and RLS algorithms.
Chapter 3 is dedicated to computer arithmetic and covers number systems, arithmetic
functions and alternative number representations such as logarithmic number repre-
sentations (LNS) and coordinate rotation digital computer (CORDIC). Chapter 4 covers
the technologies available to implement DSP algorithms and includes microprocessors,
DSP microprocessors, GPUs and SoC architectures, including systolic arrays. In Chap-
ter 5, a detailed description of commercial FPGAs is given with a concentration on the
two main vendors, namely Xilinx and Altera, specifically their UltraScaleTM/Zynq® and
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xviii Preface

Stratix® 10 FPGA families respectively, but also covering technology offerings from Lat-
tice and MicroSemi.

Second Section: Architectural/System-Level Implementation
This section covers efficient implementation from circuit architecture onto specific
FPGA families; creation of circuit architecture from SFG representations; and system-
level specification and implementation methodologies from high-level representations.
Chapter 6 covers only briefly the efficient implementation of FPGA designs from circuit
architecture descriptions as many of these approaches have been published; the text
covers distributed arithmetic and reduced coefficient multiplier approaches and shows
how these have been applied to fixed coefficient filters and DSP transforms. Chapter 7
covers HLS for FPGA design including new sections to reflect Xilinx’s Vivado HLS tool
flow and also Altera’s OpenCL approach. The process of mapping SFG representations
of DSP algorithms onto circuit architectures (the starting point in Chapter 6) is then
described in Chapter 8. It shows how dataflow graph (DFG) descriptions can be trans-
formed for varying levels of parallelism and pipelining to create circuit architectures
which best match the application requirements, backed up with simple FIR and IIR
filtering examples.

One of the ways to perform system design is to create predefined designs termed IP
cores which will typically have been optimized using the techniques outlined in Chapter
8. The creation of such IP cores is outlined in Chapter 9 and acts to address the key
to design productivity by encouraging “design for reuse.” Chapter 10 considers model-
based design for heterogeneous FPGA and focuses on dataflow modeling as a suitable
design approach for FPGA-based DSP systems. The chapter outlines how it is possible
to include pipelined IP cores via the white box concept using two examples, namely a
normalized lattice filter (NLF) and a fixed beamformer example.

Third Section: Applications to Big Data, Low Power
The final section of the book, consisting of Chapters 11–13, covers the application of
the techniques. Chapter 11 looks at the creation of a soft, highly parameterizable core
for RLS filtering, showing how a generic architecture can be created to allow a range of
designs to be synthesized with varying performance. Chapter 12 illustrates how FPGAs
can be applied to Big Data applications where the challenge is to accelerate some com-
plex processing algorithms. Increasingly FPGAs are seen as a low-power solution, and
FPGA power consumption is discussed in Chapter 13. The chapter starts with a dis-
cussion on power consumption, highlights the importance of dynamic and static power
consumption, and then describes some techniques to reduce power consumption.
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xxi

List of Abbreviations

1D One-dimensional
2D Two-dimensional
ABR Auditory brainstem response
ACC Accumulator
ADC Analogue-to-digital converter
AES Advanced encryption standard
ALM Adaptive logic module
ALU Arithmetic logic unit
ALUT Adaptive lookup table
AMD Advanced Micro Devices
ANN Artificial neural network
AoC Analytics-on-chip
API Application program interface
APU Application processing unit
ARM Advanced RISC machine
ASIC Application-specific integrated circuit
ASIP Application-specific instruction processor
AVS Adaptive voltage scaling
BC Boundary cell
BCD Binary coded decimal
BCLA Block CLA with intra-group, carry ripple
BRAM Block random access memory
CAPI Coherent accelerator processor interface
CB Current block
CCW Control and communications wrapper
CE Clock enable
CISC Complex instruction set computer
CLA Carry lookahead adder
CLB Configurable logic block
CNN Convolutional neural network
CMOS Complementary metal oxide semiconductor
CORDIC Coordinate rotation digital computer
CPA Carry propagation adder
CPU Central processing unit
CSA Conditional sum adder
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xxii List of Abbreviations

CSDF Cyclo-static dataflow
CWT Continuous wavelet transform
DA Distributed arithmetic
DCT Discrete cosine transform
DDR Double data rate
DES Data Encryption Standard
DFA Dataflow accelerator
DFG Dataflow graph
DFT Discrete Fourier transform
DG Dependence graph
disRAM Distributed random access memory
DM Data memory
DPN Dataflow process network
DRx Digital receiver
DSP Digital signal processing
DST Discrete sine transform
DTC Decision tree classification
DVS Dynamic voltage scaling
DWT Discrete wavelet transform
E2PROM Electrically erasable programmable read-only memory
EBR Embedded Block RAM
ECC Error correction code
EEG Electroencephalogram
EPROM Electrically programmable read-only memory
E-SGR Enhanced Squared Givens rotation algorithm
EW Electronic warfare
FBF Fixed beamformer
FCCM FPGA-based custom computing machine
FE Functional engine
FEC Forward error correction
FFE Free-form expression
FFT Fast Fourier transform
FIFO First-in, first-out
FIR Finite impulse response
FPGA Field programmable gate array
FPL Field programmable logic
FPU Floating-point unit
FSM Finite state machine
FSME Full search motion estimation
GFLOPS Giga floating-point operations per second
GMAC Giga multiply-accumulates
GMACS Giga multiply-accumulate per second
GOPS Giga operations per second
GPUPU General-purpose graphical processing unit
GPU Graphical processing unit
GRNN General regression neural network
GSPS Gigasamples per second
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List of Abbreviations xxiii

HAL Hardware abstraction layer
HDL Hardware description language
HKMG High-K metal gate
HLS High-level synthesis
I2C Inter-Integrated circuit
I/O Input/output
IC Internal cell
ID Instruction decode
IDE Integrated design environment
IDFT Inverse discrete Fourier transform
IEEE Institute of Electrical and Electronic Engineers
IF Instruction fetch
IFD Instruction fetch and decode
IFFT Inverse fast Fourier transform
IIR Infinite impulse response
IM Instruction memory
IoT Internet of things
IP Intellectual property
IR Instruction register
ITRS International Technology Roadmap for Semiconductors
JPEG Joint Photographic Experts Group
KCM Constant-coefficient multiplication
KM Kernel memory
KPN Kahn process network
LAB Logic array blocks
LDCM Logic delay measurement circuit
LDPC Low-density parity-check
LLVM Low-level virtual machine
LMS Least mean squares
LNS Logarithmic number representations
LPDDR Low-power double data rate
LS Least squares
lsb Least significant bit
LTI Linear time-invariant
LUT Lookup table
MA Memory access
MAC Multiply-accumulate
MAD Minimum absolute difference
MADF Multidimensional arrayed dataflow
MD Multiplicand
ME Motion estimation
MIL-STD Military standard
MIMD Multiple instruction, multiple data
MISD Multiple instruction, single data
MLAB Memory LAB
MMU Memory management unit
MoC Model of computation
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xxiv List of Abbreviations

MPE Media processing engine
MPEG Motion Picture Experts Group
MPSoC Multi-processing SoC
MR Multiplier
MR-DFG Multi-rate dataflow graph
msb Most significant bit
msd Most significant digit
MSDF Multidimensional synchronous dataflow
MSI Medium-scale integration
MSPS Megasamples per second
NaN Not a Number
NLF Normalized lattice filter
NRE Non-recurring engineering
OCM On-chip memory
OFDM Orthogonal frequency division multiplexing
OFDMA Orthogonal frequency division multiple access
OLAP On-line analytical processing
OpenCL Open computing language
OpenMP Open multi-processing
ORCC Open RVC-CAL Compiler
PAL Programmable Array Logic
PB Parameter bank
PC Program counter
PCB Printed circuit board
PCI Peripheral component interconnect
PD Pattern detect
PE Processing element
PL Programmable logic
PLB Programmable logic block
PLD Programmable logic device
PLL Phase locked loop
PPT Programmable power technology
PS Processing system
QAM Quadrature amplitude modulation
QR-RLS QR recursive least squares
RAM Random access memory
RAN Radio access network
RCLA Block CLA with inter-block ripple
RCM Reduced coefficient multiplier
RF Register file
RISC Reduced instruction set computer
RLS Recursive least squares
RNS Residue number representations
ROM Read-only memory
RT Radiation tolerant
RTL Register transfer level
RVC Reconfigurable video coding
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List of Abbreviations xxv

SBNR Signed binary number representation
SCU Snoop control unit
SD Signed digits
SDF Synchronous dataflow
SDK Software development kit
SDNR Signed digit number representation
SDP Simple dual-port
SERDES Serializer/deserializer
SEU Single event upset
SFG Signal flow graph
SGR Squared Givens rotation
SIMD Single instruction, multiple data
SISD Single instruction, single data
SMP Shared-memory multi-processors
SNR Signal-to-noise ratio
SoC System-on-chip
SOCMINT Social media intelligence
SoPC System on programmable chip
SPI Serial peripheral interface
SQL Structured query language
SR-DFG Single-rate dataflow graph
SRAM Static random access memory
SRL Shift register lookup table
SSD Shifted signed digits
SVM Support vector machine
SW Search window
TCP Transmission Control Protocol
TFLOPS Tera floating-point operations per second
TOA Time of arrival
TR Throughout rate
TTL Transistor-transistor logic
UART Universal asynchronous receiver/transmitter
ULD Ultra-low density
UML Unified modeling language
VHDL VHSIC hardware description language
VHSIC Very high-speed integrated circuit
VLIW Very long instruction word
VLSI Very large scale integration
WBC White box component
WDF Wave digital filter
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